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Eymol
D. Zanca and M. Gori. “Variational laws of visual attention for dynamic scenes”. NIPS 2017, p. 3823-3832.

The emergence of biological mechanisms of visual attention might obey 
universal and unifying functional principles. 

Our intent is to determine laws of attention which obey to by certain 
Principles of Visual Attention:

1. Boundedness of the trajectory
2. Curiosity (local+peripheral)
3. Brightness invariance



Eymol
D. Zanca and M. Gori. “Variational laws of visual attention for dynamic scenes”. NIPS 2017, p. 3823-3832.

The brightness that hits the retina at each time instant is defined, on each 
position by

The trajectory that draws an attentive scanpath over the image is defined by
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We can determine the motion trajectory by searching for the stationary point 
of the action functional, which is given by the correspondent Euler-Lagrange 
equations.

That, in our case, are:
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D. Zanca and M. Gori. “Variational laws of visual attention for dynamic scenes”. NIPS 2017, p. 3823-3832.

Top 10 scores on CAT2000, the biggest 
dataset of eye-fixations data, sorted by 
NSS metric.

Our model is indicated with EYMOL 
(EYe MOvement Laws)
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D. Zanca, M. Gori and A. Rufa,“A Unified Computational Framework for Visual Attention Dynamics”, Progress in Brain Research, vol. 248, 2018.

http://cnnlocalization.csail.mit.edu/

http://cnnlocalization.csail.mit.edu/


Convolutional Features (CF) activation map

Class-specific activation map
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Examples of CF activation map
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Incremental results on saliency prediction More meaningful scanpaths
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● Features act as masses attracting the focus of attention

● Features are defined outside the motion model and in principle, they can 
also derive from a convolutional neural network

● The model also includes a dynamic process of inhibition to return.



G-Eymol

Two basic features:

1. Spatial gradient of the brightness

2. Optical flow



G-Eymol

Receptive field
Feature maps
(velocity tag, 
 spatial gradient)



G-Eymol
We can model the inhibitory function 
in the same framework as 

where g(.) is the Gauss function and    
0 <      <  1.

https://docs.google.com/file/d/1Fli8KMfE3EGjbWhr8Nw9nQC7yOjO6046/preview


G-Eymol
Inhibition of return function is used to suppress contribution of the virtual 
mass associated with the spatial gradient of the brightness, whereas it is 
reasonable to not apply it to the optical flow to favour the tracking behaviour

We are now ready to write the Newtonian laws of motion for the system
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   Input          Human       G-Eymol



G-Eymol
FixaTons



G-Eymol
ONLINE DEMO AT: https://sailab.diism.unisi.it/attention/

https://sailab.diism.unisi.it/attention/
https://docs.google.com/file/d/1BRMATcDCIjuCwkN4rb9d8C2U4OUcKQxC/preview


Future works
● Image captioning
● Integration of color and sound
● Integration with high level features
● Use Eymol for neurodegenerative diseases diagnosis
● Modeling of task dependence
● Evaluate in a curiosity learning scenario
● … 



Thank you!
Questions?


